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深度强化学习实验室Introduction

Ø Deep Reinforcement Learning (DRL) is faced with sample inefficiency, 

learning from scratch is difficult

Ø Transfer learning can leverage prior knowledge from past learned tasks

Ø Source task (domain) à Target task (domain)
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深度强化学习实验室Introduction

Ø Select suitable source policies to reuse
• Measure the similarity between state spaces/MDPs – Hard to generalize to complex domains

• Measure the average performance of each source policy

• Measure the average performance of partial of each source policy

[1] REPAINT: Knowledge Transfer in Deep Reinforcement Learning. ICML 2021.
[2] Efficient deep reinforcement learning via adaptive policy transfer. IJCAI 2020.
[3] Transfer learning for reinforcement learning domains: A survey. JMLR 2009.
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深度强化学习实验室Motivation

Ø Previous works learn policies/Q-tables → don’t reveal the logic [1-4]

Ø Inductive Logic Programming can leverage neural symbolic learning to 

generate logic programs automatically

• Rely on human expert definitions

• Cannot be extended to continuous action spaces [5]

[1] REPAINT: Knowledge Transfer in Deep Reinforcement Learning. ICML 2021.
[2] Efficient deep reinforcement learning via adaptive policy transfer. IJCAI 2020.
[3] An Optimal Online Method of Selecting Source Policies for Reinforcement Learning. AAAI 2018.
[4] Probabilistic policy reuse in a reinforcement learning agent. AAMAS 2006.
[5] Neural logic reinforcement learning. ICML 2019.
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深度强化学习实验室Motivation

Ø Performance or Learning Progress might not be good indicator

Key question: how to find logic similarities behind different tasks?
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深度强化学习实验室Different Source Tasks at Different Times
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深度强化学习实验室Methodology

Ø ProgrAm guiDeD poLicy rEuse (PADDLE)

• Hybrid Decision Model

• Learn the primitive policy as well as the logic

• Dual Similarity Measurement

• Measure the similarity and performance between source and target

• Policy Reuse Module

• Learn the target policy by reusing the suitable source policy



10

深度强化学习实验室PADDLE – Hybrid Decision Model

Ø Integrate ILP with DRL in a hierarchical manner

• Decompose the problem into several sub-problems

• High-level: Using ILP to learn logic rules [1-2]

• Low-level: Using DRL to solve each sub-problems

Ø ILP

• Objective: learn a set of first-order logic rules (clauses)

• Each of which is composed of: Head atoms and Body atoms

[1] GALOIS: Boosting Deep Reinforcement Learning via Generalizable Logic Synthesis. NeurIPS 2022.
[2] Neural logic reinforcement learning. ICML 2019.
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深度强化学习实验室PADDLE – Hybrid Decision Model

Ø DILP

• Perform the deduction of the atoms using weights 𝜃! associated with possible clauses

• Learn the weight 𝜃! via policy gradient algorithms

[1] GALOIS: Boosting Deep Reinforcement Learning via Generalizable Logic Synthesis. NeurIPS 2022.
[2] Neural logic reinforcement learning. ICML 2019.
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深度强化学习实验室PADDLE – Dual Similarity Measurement

Logic Similarity Function                          Performance Function

Ø Dual Similarity
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深度强化学习实验室PADDLE - Policy Reuse Module

Ø A set of pre-trained source policies 𝜋", 𝜋#, ⋯𝜋$ , target policy 𝜋%

Ø Select the policy with the highest Dual Similarity
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深度强化学习实验室Experiments

Ø Environments

• Minigrid

• Pointmaze

Ø Baselines
• PPO [1]
• CUP [2]
• PTF [3]
• HDQN [4] (modified to HPPO)

[1] Proximal Policy Optimization. ArXiv:1707.06347.
[2] CUP: Critic-Guided Policy Reuse. NeurIPS 2022.
[3] Efficient deep reinforcement learning via adaptive policy transfer. IJCAI 2020.
[4] Hierarchical deep reinforcement learning: Integrating temporal abstraction and intrinsic motivation. NIPS 2016.



15

深度强化学习实验室Results
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深度强化学习实验室Ablations

Ø Reuse process visualization
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深度强化学习实验室Conclusions

Ø PADDLE: measure the logic similarities between tasks for transfer

Ø Is the dual similarity measurement helpful? Yes!

• Does the logic similarity help to improve the policy reuse performance? Yes!

• Does PADDLE learn the optimal performance with non-optimal policies? Yes!

Ø In the future:

Ø Non-expert humans generate clauses?

Ø Learn clauses from scratch? 

Ø Correct if not perfect?
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