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Motivation
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AI Planning Deep RL Integrating PL/RL

Given a symbolic action model, 
finding plans can be done fast 
per problem basis

Given samples from an RL 
environment, 
fit a neural network that can 
generalize in high-dimensional 
state space

Pros: Exploration
Cons: Generalization

Pros: Generalization
Cons: Sample efficiency

Given many environments 
shares high-level task 
structure, 
Annotate high-level task as AI 
planning model.

Fit neural networks, one per 
action operators in the 
planning task

Generalization + Sample Efficiency



RL tasks with variations
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2 x 2 MiniGrid with a Locked Door RL State Space
• Image-like representation of MiniGrid

RL Action Space
• Turn left, right
• Move forward
• Interact with object
• Pickup, Drop an object

RL Rewards
• +1 reaching green cell (goal location)

RL Tasks variations
• location of Balls
• location of doors, door open/closed states
• location of green goal location
• location of keys in a room
• initial location of agent



Planning Task: move to a room with a goal location

•  Movement between rooms
•  abstract away exact locations
•  blue balls are not relevant, ignore balls

•  Interaction with keys and doors
•  pick up key to open locked doors
•  doors can be open/closed/locked
•  planning task only lock/unlock doors

•  Objects
•  Room, Key, Door

•  Predicate
•  (at-agent ?room), (at ?key ?room)
•  (carry ?key), (empty-hand)
•  (locked ?door), (unlocked ?door)
•  other static predicates encoding 

 room connectivity, key and door related information

2 x 2 MiniGrid with a Locked Door

AI Planning Task
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2 x 2 MiniGrid with a Locked Door

AI Planning Model as Annotation to RL Tasks

Action schema in PDDL (Planning Domain Definition Language)
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Mapping HRL Options and Planning Action
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A

B

D

A
C

Initiate
HRL Option

PL state:
{(at-agent room-B),
 (unlocked door-AB), 
 (empty-hand),
 (at k1 room-B)}

PL action: move-room (door-AB, room-B, room-A)

L(s) maps from RL state 
to PL state

Option transition

Grounded PDDL action HRL option from planning action

Rotate
right

forward forward

PL state:
{(at-agent room-A),
 (unlocked door-AB),
 (empty-hand),
 (at k1 room-B)}

PL state:
{(at-agent room-A),
 (unlocked door-AB),
 (carry k1)}

Terminate
HRL Option

Intrinsic reward penalizing side-effects



Plan Option Learning Algorithm
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action

RL 
Env

state Option level  1 step rollout:
Select an option using planning state
by solving planning task

Action level 1 step rollout:
Select an action from the policy of the 
selected option 

option, planning state

Store Samples to Buffer:
(option, state, action, extrinsic reward, 
intrinsic reward, next state)

planning 
stateState 

mapping

extrinsic 
reward

Intrinsic reward

option, state, planning 
state

Intrinsic reward

option, state, next 
state

Rollout

Learning
Learn option policy using the
Samples from buffer

Intrinsic Rewards

• Penalty per violation of “frame constraints” at symbolic planning level
• Cost per not reaching the termination set of an option



Experiments
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Door Key 2 x2 Locked

Multi-task evaluation
• Training set: 106 RL tasks
• Test set: Unseen 103 RL tasks
• Report test set performance 

(evaluate unseen tasks)

Algorithms
• HRL with AI planning and PPO: Hplan PPO
• HRL with reward machines: HRM (Icarte et al 2022)
• Flat RL

• DDQN, PPO
• Rainbow, PPO with curiosity

2x2 Two Keys 2x2 One Disposable Key 2x2 Two Disposable Keys

Test Environments

• One of task in 
gym-minigrid

• No side-effects

• Side-effects 
introduced

• Distracting balls
• Plan len 4~5

• Plan len 11 • Dead end 
introduced

• Plan len 4

• Dead end with Keys
• Plan len 7

More 
difficult
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Door Key

• Flat RL starts to fail
• Rainbow in RLLIB: 0.31

2 x2 Locked

• Hierarchical reward 
machine (Icarte et al. 

2022) starts to fail
• Rainbow in RLLIB: 0.09

2x2 Two Keys

• ~ 2.5 x 106 steps needed 
to learn all necessary options

• Penalty (intrinsic reward)  
plays important role

2x2 One disposable Key

• HRL with PPO requires 
more than 6x 106 
samples
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Door Key 2 x2 Locked

FSM for Reward machines or similar

Problem Specific Models


