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Procedural Specs
6 Massimiliano de Leoni et al.
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Fig. 1 A DBPMN (unsound) process for handling packages, their shipment mode, and corresponding
declarations.

2 A Gentle Introduction to DBPMN

In this section we give a gentle introduction to the DBPMN model and its sound-
ness analysis, by means of the running example concerned with the management of
packages by a fictitious company called BLACKSHIP.

To disambiguate the terminology, in this paper we call DBPMN model the inte-
grated model that we formalize, and DBPMN processes the instances of such model.

We describe the DBPMN example process intuitively to highlight the main dis-
tinctive features of the DBPMN model, of which we defer the formal definition to
Section 3. As explained at the end of this section, this process is intentionally flawed
even though this is not immediately apparent. We use this example to motivate our
unified modeling and verification approach by showing how a naive analysis (that
does not consider at once the control-flow, the data objects manipulation and the de-
cision logic) is unable to verify the correctness of these processes.

Process description. The example captures a fragment of a typical order-to-delivery
process and is graphically represented in DBPMN as shown in Figure 1.

Courtesy of Marco Montali
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Procedural Specs Induce Traces
6 Massimiliano de Leoni et al.
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Fig. 1 A DBPMN (unsound) process for handling packages, their shipment mode, and corresponding
declarations.

2 A Gentle Introduction to DBPMN

In this section we give a gentle introduction to the DBPMN model and its sound-
ness analysis, by means of the running example concerned with the management of
packages by a fictitious company called BLACKSHIP.

To disambiguate the terminology, in this paper we call DBPMN model the inte-
grated model that we formalize, and DBPMN processes the instances of such model.

We describe the DBPMN example process intuitively to highlight the main dis-
tinctive features of the DBPMN model, of which we defer the formal definition to
Section 3. As explained at the end of this section, this process is intentionally flawed
even though this is not immediately apparent. We use this example to motivate our
unified modeling and verification approach by showing how a naive analysis (that
does not consider at once the control-flow, the data objects manipulation and the de-
cision logic) is unable to verify the correctness of these processes.

Process description. The example captures a fragment of a typical order-to-delivery
process and is graphically represented in DBPMN as shown in Figure 1.

Courtesy of Marco Montali
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Traces Allowed by the Specs

What is a process?
A possibly infinite set of finite traces

Σ*
Courtesy of Marco Montali
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Traces Allowed by the Specs
… and an imperative model of it

Σ*

pick 
item

close 
order pay

quit

order paid

Courtesy of Marco Montali
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Traces Allowed by the Specs

Generalisation

Σ*

pick 
item

close 
order pay

pick 
item

pay

Courtesy of Marco Montali
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Reality Is Often More Flexible Than It SeemsReality is often more flexible than it seems…

Courtesy of Marco Montali
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Declarative (Specifications of) Processes

Our goal

Compact 
specification

Reality

represents

Courtesy of Marco Montali
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Declarative Processes

The idea:
• Give the rules that a process should satisfy 
• And nothing else!
• Extract the process from the rules only

Which specs?
• The one most used in formal methods for 

specifying process properties
• Linear Time Logic on Finite Traces (LTLf)

In other words: 
• Drop explicit representation of process, and 
• Use instead LTL formulas to specify the allowed 

process traces

In late 2000’s the Business Process Management (BPM) community produced a brilliant idea:
[PesicVanDerAalst06] [AlbertiEtAlt06] [Montali2010] [PesicBovsnavkiVanDerAalst10]

“Framing” via declarative specifications

Process Imperative 
model

Declarative 
specification

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 10
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Declarative Processes

The idea:
• Give the rules that a process should satisfy 
• And nothing else!
• Extract the process from the rules only

In other words: Automatically synthesize process 
from declarative specs

It can be seen as the fulfillment of the CS dream: 
• Devise a technique for the “mechanical 

translation of human-understandable task 
specifications to a program that is known to 
meet the specifications.” [Vardi - The Siren Song 
of Temporal Synthesis 2018] (more later)

In late 2000’s the Business Process Management (BPM) community produced a brilliant idea:
[PesicVanDerAalst06] [AlbertiEtAlt06] [Montali2010] [PesicBovsnavkiVanDerAalst10]

“Framing” via declarative specifications

Process Imperative 
model

Declarative 
specification

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 11



https://tailor-network.eu/ 

Declarative Processes
Originally a controlled set of notable LTL formulas on were proposed for process specification 
(and a suitable graphical notation provided) [PesicVanDerAalst06]

G. De Giacomo, R. De Masellis, M. Montali: Reasoning on LTL on Finite 
Traces: Insensitivity to Infiniteness. AAAI 2014

Can we use any LTL formula 
as a declarative spec? 

No! What if the spec is:
always eventually Happy ?

Yes, if  you focus on finite trace! 
(Specs in LTLf instead of LTL)

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 12
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FOCUS ON FINITE TRACES
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Formal Methods

• Rigorous guarantees about the behavior of 
computational systems

• Wide-spread industrial adoption 

• Main tasks
– Formalisms for specs of dynamic properties:

• E.g., Linear Temporal Logic

– Verification: 
• Check if the system satisfies specs.

– Synthesis: 
• Synthesize a system that satisfies specs.

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 14
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Model Checking vs Synthesis

The “big bang” of the application of temporal logic to program verification: Linear 
Temporal Logic (LTL) (Pnueli, 1977)

Semantics of LTL is over ω-words, i.e., infinite traces

Note:

● ω-automata algorithms scale well as long as you do not have to determinize 

● For synthesizing strategies/policy determinization is essential

● In AI are more interested in finite-trace semantics

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 15
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Focus on Finite Traces is Shared by AI

Planning in AI: 
• Is all about having a task specification or “goal” and 

producing a “plan” (or strategy or policy) to satisfy the 
task in the environment model. 

• Which tasks?
– A task that terminates! 
– Typically, just reaching a certain state in the environment

Why tasks that terminates?
• Because it is the agent that is planning/reasoning

• If the task would not terminate, the agent would be stuck into doing 
the same task forever

• But then, why bother with equipping it with a model of the 
environment and of the task at all? 

• Note it is the agent, NOT the designer, who has such a model

Task 3

Task 1

Task 2

Task n

Model of the Environment 

• In Formal Methods focus on infinite traces
• In AI focus on finite traces LTL à LTLf

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 16
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Linear Time Temporal Logics on Finite Traces

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 17
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Linear Time Temporal Logics on Finite Traces

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 18
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LTLf to Automata

NB: DFA canical after minimization!

DFA are indeed machines and 
hence processes!

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 19
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Regular Automata

Machine

Math

Math
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LTLf to Automata

NB: DFA canical after minimization!

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 21
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Pure Past LTL

PPLTL is a variant of LTLf that looks at traces backward (from now toward the past)

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 22
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Pure Past LTL

Actually PPLTL formulas can be evaluated in a dynamic programming method using only two instants:

• Now
• One step in the past (prev)

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 23
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Pure Past LTL

As a result one can built a symbolic DFA in linear time!

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 24
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Several Applications of LTLf/PPLTL Specs

Many Applications:

• Planning for temporally extended goals
• Several forms of Synthesis
• MDP with non-Markovian rewards
• Reinforcement Learning for non-Markovian 

tasks
• Declarative Process Specification in BPM

Conclusion

• We have looked at impact of expressing temporal properties/constraints/goals on
traces that are finite as typical in AI Planning and BPM modeling.

• By the way, this assumption has been considered a sort of accident in much of the AI
and BPM literatures, and standard temporal logics (on infinite traces) have been
hacked to fit this assumption, with some success, but later clean solutions have been
devised.

• We have focussed on ltlf on finite traces, which has the expressive power of fol,
but we can go to full mso (monadic second-order logic over finite traces) at no cost,
e.g., by ldlf which is a nice combination of ltlf and re, and behaves
computational as ltlf .

• We can also look at Pure Past LTL, which has exactly the same expressive power of
ltlf , but whose dfa’s are only 1EXPTIME (due to a property of reverse languages).

• There are elegant and e�ective techniques for reasoning, verification and execially
synthesis in this setting – Logics-Automata-Games in this case it’s not “just theory”.

Giuseppe De Giacomo (University of Oxford) Linear Temporal Logics on Finite Traces Imperial College London – 26/05/2023 83 / 83
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DECLARATIVE …
… TO PROCEDURAL …
… TO GAMES

declarative

proceduralgames
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Specify Models and Tasks as Processes in Formal Methods 

• Environment Model (ENV)

– Spec. of environment possible behaviors 
(ENV)

– Think of each behavior as a choice function 
resolving nondeterminism of a 
nondeterministic domain

– ENV expressed as 
• nondeterministic planning domains
• LTL/LTLf specifications

• Agent’s Task (TASK/GOAL)
– Spec. of agent’s task
– TASK expressed in LTL/LTLf

• Find agent’s plan/behavior/policy/strategy that fulfills
TASK against all behaviors of ENV 

Task 3

Task 1

Task 2

Task n

Model of the Environment 

Find agent’s strategy thatis 
winning against ENV 

Specify ENV and TASK as with 
formalism used in Formal Methods e.g., 

LTL/LTLf

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 27
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Nondeterministic Domains as Deterministic Automata

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 28
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Nondeterministic Domains as Deterministic Automata
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Planning in Nondeterministic Domains for Reachability Goals

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 30
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Planning in Nondeterministic Domains for Arbitrary LTLf Goals

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 31
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Planning in Nondeterministic Domains for LTLf Goals
This is the game area, in which 

agent and env will play!

It is not only the domain, but it 
is obtained from the domain 
and the DFA of  the formula

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 32
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Planning in Nondeterministic Domains for LTLf Goals

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 33
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Planning in Nondeterministic Domains for LTLf Goals
It’s a game agent vs env! 
• Build the arena 
• Play to win!

Same as classic FOND

Note we have separated costs in the model (DOM) and the task GOAL!
(c.f. data vs query complexity in Databases)

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 34
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Planning in Nondeterministic Domains for LTLf Goals
It’s a game agent vs env! 
• Build the arena 
• Play to win!

Same as classic FOND

Note we have separated costs in the model (DOM) and the task GOAL!
(c.f. data vs query complexity in Databases)

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 35
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Planning in Nondeterministic Domains for LTLf Goals
It’s a game agent vs env! 
• Build the arena 
• Play to win!

Same as classic FOND

Note we have separated costs in the model (DOM) and the task GOAL!
(c.f. data vs query complexity in Databases)

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 36

PPLTL

single exp for PPLTL

EXPTIME-complete for PPLTL

1. Given a FOND domain D and an PPLTL formula 𝜑
2.     Compute the symbolic DFA A𝜑 for 𝜑 (linear)

                                        - using quoted subformulas as fluent
3.     Encode the symbolic DFA A𝜑 in FOND (linear) 

                                        - requires conditional effects
4.     Plan for the propositional goal “𝜑” (exponential)
5. Return (strong/strong cyclic) plan.

PPLTL
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DECLARATIVE CONTROL 
IN RL

DECLARATIVE …
… TO PROCEDURAL …
… TO GAMES

declarative

proceduralgames
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Combining Learning and Reasoning

Merging:
• Learning agent
– Does reinforcement

learning
– Possibly deep

reinforcement learning

• Reasoning agent
– Does reasoning
– Possibly on temporal 

specification as in formal 
methods

Learning Agent

Environment

features action

Features 
Extractor

Action 
Actuator

Rewards 
Extractor

rewards from environment

Reasoning Agent

Fluents 
Extractor

fluents

rewards from reasoning

Action 
Controller

action

Reasoning Agent

Environment

fluents action

Fluent 
Extractor

Action 
Actuator

Learning Agent

Environment

features action

Features 
Extractor

Action 
Actuator

Rewards 
Extractor

rewards
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Reinforcement Learning with LTLf non-Markovian Rewards
Michael Littman @ IJCAI 2015: 

“Coming up with rewards in MDPs is 
too difficult! We need help from KR!”

Giuseppe De Giacomo Logic, Automata, and Games in Linear Temporal Logics on Finite Traces 39
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Double state representation
(restraining bolts)

• Learning agent:
          MDP without rewards

• Reasoning agent:
         in LTLf/LDLf           

• Mapping between      and

We can define equivalent MDP over an extended 
state space and do standard RL

Restraining Bolts as Reasoning Agents

non-Markovian rewards!

M = (Sag, Aag, T rag, Rag)
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Rag : (Sag, Aag)
⇤ ! R

<latexit sha1_base64="wo7O+eWVq3MeebP7Msern1itDVk=">AAACRXicdVBNTxsxEPVCWyD9INAjF6tRJYqq1e6SAukpVS890pYAUjaNZp3JxsJrb21vq2iVP8eFe2/9B730UIS4Uu8SJFrBSJaf3sx7Hr8kF9zYIPjpLSw+ePhoaXml8fjJ02erzbX1Q6MKzbDHlFD6OAGDgkvsWW4FHucaIUsEHiUn76v+0TfUhit5YKc5DjJIJR9zBtZRw2YcJ5hyWeJXCVrDdGvWiJUTVH7lp9mwhHT2lm5+rsHrd/X16stWrHk6sU6hvtM4AztJEjfdiFGOblkNm63AD8MwCvZo4EdRu7PTrsDudvQmpKEf1NUi89ofNn/EI8WKDKVlAozph0FuByVoy5lA518YzIGdQIp9ByVkaAZlncKMvnTMiI6VdkdaWrO3FSVkxkyzxE1WG5v/exV5V69f2PHeoOQyLyxKdv3QuBDUKlpFSkdcI7Ni6gAwzd2ulE1AA7Mu+IYL4ean9H5wGPlh2+98jFrd9jyOZbJBXpBNEpJd0iUfyD7pEUZOyS/yh5x7Z95v78K7vB5d8Oaa5+Sf8q7+AgRNs8A=</latexit>
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Example: Breakout

Learning Agent 
– Features: paddle position, ball speed/position 
– Actions: move the paddle 
– Rewards: reward when a brick is hit 

Restraining Bolt (Reasoning Agent)
– Rewards: break one column at the time left to right (all 

bricks in column i must be removed before completing 
any other column j > i)

– Fluents: bricks/columns status (broken/not broken) https://sites.google.com/diag.uniroma1.it/restraining-bolt

Learning Agent

Environment

features action

Features 
Extractor

Action 
Actuator

Reasoning Agent
(Restraining Bolt)

Fluents 
Extractor

fluents

rewards from reasoning
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The Agent Ignores the Fluents!

How the world is
How the agent sees 

the world
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Controlling RL with Logic for Safety

Shields
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Restraining Bolts as Shields for Frame

Separate representations

● KR-based agent
● RL-based agent

Shielded execution
● KR-based agent acts as a monitor
● It disallows forbidden actions

Learning Agent

Environment

features actions

Features 
Extractor

Action 
Actuator

Rewards 
Extractor

rewards

KR-based Monitor 
(Restraining Bolt as Shield)

Fluents 
Extractor

fluents

Action 
Selector

Poss(a,h) iff h ⊨ 𝜑LTLf

N. Alechina, M. Dastani, G. De Giacomo, B. Logan, G. Perelli, 
G. Varricchione. Pure-Past Action Masking, AAAI2024

Very related to “Framed Autonomy” in ABPMS, see
 AI-Augmented Business Process Management Systems: A Research 
Manifesto ACM Transaction on Management Information Systems, 2023
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logic

automatagames

LTLf/PPLTL

DFAs
reachability/safety

 games

declarative

proceduralgames

Conclusion

Powerful formal framework for 
controller synthesis

It has profound implication in 
how we can represent services

The instantiation on LTLf/PPLTL is 
particularly effective
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