
- 240 headlines contrasting outcomes 
for demographic groups

- Both original and altered headlines

*On the headline task:Due to similar training procedures…

1. LLMs lack diversity
While they are more accurate 
than humans*, LLMs are far more 
likely to make the same 
mistakes. 

2. LLMs similarly amplify human biases…

… limiting the opportunities for wisdom of the crowd.
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Influence of prompt keyword on LLM accuracy

human average

Mixing human and LLM crowds 
significantly improves performance

Wisdom of the crowd thrives when individuals are 
accurate and independent. 

Compared to humans, LLMs are accurate but their 
errors are correlated. Humans are less accurate, but 
also less correlated.

This suggests the potential of hybrid Human-LLM 
crowds: taking advantage of LLM accuracy and human 
diversity.
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example prompt:

Future Work
Personas to promote diverse LLM 
responses ?

LLM & human correlation


