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Abstract

The vast diversity of internal designs of black-box AI systems
and their nuanced zones of safe functionality make it difficult
for a layperson to use them without unintended side effects.
This work focuses on developing paradigms that enable a user
to assess and understand the limits of an AI system’s safe op-
erability. We develop a personalized AI assessment module
that lets an AI system execute instruction sequences in sim-
ulators and answer queries about these executions. Our re-
sults show that such a primitive query-response interface is
sufficient to efficiently derive a user-interpretable model of a
system’s capabilities.

1 Introduction
The growing deployment of AI systems presents a pervasive
problem of ensuring the safety and reliability. The lay peo-
ple using black-box AI systems need to understand how they
work or what they can and cannot do in order to use them
safely. We develop a paradigm that allow for assessment of
such black-box AI systems in terms of their capabilities. We
also define the set of requirements in terms of a minimal
query-response interface that the black box AI should sup-
port for such an assessment.

This paradigm can also be extended in settings where
an AI system’s capabilities are evolving and/or adapting to
changes in the environment it is working in. In such dynamic
settings, such a solution can help a lay user ensure the reli-
able and safe usage of the AI system. Our assessment ap-
proach generates a description of the capabilities of the AI
system so that the non-experts can understand their limits
and capabilities. This is important as lack of such knowl-
edge can lead to unsafe usage, or in the worst case, serious
accidents (Randazzo 2018).

2 The Assessment Approach
In this work, we develop a personalized AI-assessment mod-
ule (AAM), shown in Fig. 1, which can derive the model of
capabilities of a black-box AI system in terms of an user-
interpretable vocabulary. AAM takes as input using as in-
put (i) the agent (ii) a compatible simulator using which the
agent can simulate its primitive action sequences; and (iii)
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Figure 1: The personalized AI assessment module uses the
user’s preferred vocabulary, queries the AI system, and de-
livers an interpretable model of the AI system’s capabilities.

the user’s concept vocabulary, which may be insufficient to
express the simulator’s state representation. AAM queries
the AI system and receives its responses. At the end of the
querying process, AAM returns a user-interpretable model
of the AI system’s capabilities. This approach’s advantage is
that the AI system need not know the user vocabulary or the
modeling language. In this work’s context, “actions” refer
to the core functionality of the agent, denoting the agent’s
decision choices or primitive actions that the agent could
execute. In contrast, “capabilities” refer to the high-level be-
haviors that the AI system can perform using its behavior
synthesis algorithms.

Generating Interrogation Policies We aim to create an
interrogation policy that will generate queries for the AI sys-
tem, and use the answers to estimate its model in the user-
interpretable vocabulary. We generate these queries by re-
ducing the query generation to a planning problem and then
use an interrogation algorithm to iteratively generate new
queries, based on responses to previous queries.

Inferring the Capability Model Given the predicates and
capabilities, there is an exponential number of PDDL mod-
els possible. This number is even higher when learning prob-
abilistic PPDDL model of capabilities in stochastic settings.
To avoid this combinatorial explosion, we use a top-down
process that eliminates large classes of models, inconsistent
with the AI system, by computing queries that discriminate
between pairs of abstract models. When an abstract model’s
answer to a query differs from that of the AI system, we can
eliminate the entire set of possible models that are refine-
ments of this abstract model.

Discovering the Capabilities and Learning their Descrip-
tions The assessment module can discover the high-level



capabilities of the AI system that can plan, and not just the
capability model of an AI system. We collect a set of state
observations capturing the behavior of the AI system in form
of the state transitions. We then discover the high-level ca-
pabilities of the AI system’s behavior using those state tran-
sitions, and learn these capabilities’ description.

3 Related Work
Several action model learning approaches (Arora et al. 2018;
Aineto, Celorrio, and Onaindia 2019) have focused on learn-
ing the AI system’s model using passively observed data.
These approaches do not feature any interventions, hence
are susceptible to learning buggy models. Unlike these ap-
proaches, our approach queries the AI system and is guar-
anteed to converge to the true model while presenting a run-
ning estimate of the derived model’s accuracy; hence, it can
be used in settings where the AI system’s model can change.

4 Empirical Evaluation
We developed four preliminary versions of the personalized
AI assessment module, which we discuss briefly below.

Learning the Capability Model The first preliminary
version of the AI assessment module, called the agent in-
terrogation algorithm (AIA) (Verma, Marpally, and Srivas-
tava 2021), efficiently derives a user-interpretable model of
the system in stationary, fully observable, and determinis-
tic settings. We compared AIA with the closest related work
FAMA (Aineto, Celorrio, and Onaindia 2019) in terms of the
learned model’s accuracy, the number of queries asked, and
the time taken to generate those queries. For systems initial-
ized with IPC domains, AIA takes lesser time per query and
shows better convergence to correct model. We also show
that the models we learn capture the correct causal relation-
ships in the AI system’s behavior in terms of how the system
interacts with its environment (Verma and Srivastava 2021),
unlike the approaches using only observations.

Differential Assessment We developed a differential as-
sessment version of the personalized AI assessment module,
called DAAISy (Nayyar, Verma, and Srivastava 2022). This
addresses the problem of accurately predicting the behavior
of a black-box AI system that is evolving and adapting to
changes in the environment it is operating in. DAAISy uti-
lizes an initially known PDDL model of the AI system in the
past, and a small set of observations of AI system’s execu-
tion. It uses these observations to develop a querying strat-
egy that avoids the full cost of assessment from scratch and
outputs a revised model of the system’s new functionality.

Discovering the Capabilities and Learning Their De-
scriptions We also developed a version of AAM that can
discover high-level capabilities of an AI planning agent ex-
pressible in terms of the user-interpretable concept vocabu-
laries (Verma, Marpally, and Srivastava 2022). The descrip-
tions of these capabilities as a model are returned to the user
as opposed to the model of the agent’s primitive actions.
We also conducted a user study to evaluate interpretablity of
the capability descriptions computed by our approach. Two

Figure 2: The user study data shows that using computed capabil-
ity descriptions took lesser time and yielded more accurate results.

groups of 54 users each were shown descriptions of prim-
itive actions and capabilities, respectively. They were then
asked five questions about the plan an agent must follow to
reach from an initial game state image to a goal game state
image. The results are shown in Fig. 2 and they show that
the users take less time to answer questions and get more
responses correct when reasoning using the capabilities as
compared to using primitive actions.

Learning a Probabilistic Capability Model We also cre-
ated a version of AAM, called the query-based autonomous
capability estimation (QACE) (Verma, Karia, and Srivas-
tava 2023), that efficiently derives a user-interpretable model
of the system’s capabilities in stochastic settings. We com-
pared QACE with the closest related work GLIB (Chitnis
et al. 2021) in terms of the learned model’s accuracy and
the time taken to learn the model. We found that it leads to
(i) few shot generalization; (ii) convergence to a sound and
complete model; and (iii) greater sample efficiency and ac-
curacy for learning lifted relational models for AI systems
with complex capabilities compared to the baseline. This
approach also works when used in settings where the prob-
abilistic capabilities needs to be discovered before learning
their model (Verma et al. 2023).

5 Conclusions and Future Work
We presented a novel framework for learning the capability
description of an AI system in terms of user-interpretable
concepts by combining information from passive execution
traces and active query answering. Our approach also works
for settings where the user’s conceptual vocabulary is im-
precise and cannot directly express the agent’s capabilities.
In the future, the assessment module can be used with sys-
tems like JEDAI (Shah et al. 2022) as interfaces to make
AI systems compliant with Level II assistive AI (Srivastava
2021). In addition to the assessment settings, the principles
developed using the active interrogation policies can also be
used to learn correct action models that (i) invent vocabu-
laries Shah et al. (2024) in addition to discovering the capa-
bilities, or (ii) make reinforcement more sample efficient by
using directed exploration (Karia et al. 2024).
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