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Abstract

This paper proposes the ‘dual-process system,” an architec-
tural pattern for assurable autonomous robots, inspired by
the dual-process theory of the human mind. It seamlessly
integrates end-to-end neural architectures with symbolic Al
methods, mitigating critical challenges in assurability, such
as interpretability, robustness, and the handling of rare inputs,
thereby enhancing both performance and safety.

Introduction

The advent of Al has revolutionized the field of autonomous
robotics, particularly in tasks like object recognition, where
it achieves unprecedented accuracy. This advancement ex-
tends to behavior prediction and planning, allowing Al sys-
tems, leveraging deep neural networks (DNNs) and trained
on extensive datasets, to adapt seamlessly to new environ-
ments. Such end-to-end neural architectures allow for holis-
tic system optimization—a solution to the tedious process
of updating multiple system components individually. How-
ever, these Al systems bring significant assurance chal-
lenges: they often lack interpretability and explainability,
show unpredictable responses to rare inputs, and suffer from
a lack of robustness to shifts in input domains. This un-
certainty complicates the application of modular assume-
guarantee reasoning and undermines the ability to offer firm
assurance guarantees (Salay and Czarnecki 2018).

To address these challenges, this extended abstract intro-
duces a ‘dual-process system, an architectural pattern for
autonomous robots, inspired by the dual-process theory of
the human mind. It outlines the necessary background, de-
lineates the pattern using the problem, solution, and conse-
quences format (Buschmann et al. 1996), and exemplifies
its application. The abstract compares it with existing pat-
terns and explores its advantages, drawbacks, limitations,
and open questions, paving the way for future research. By
presenting this concept and terminology, this paper aims to
spark further discussion and investigation in the field.

Background and Related Work

Dual-process theory and applications. The dual-process
theory posits that the human brain operates using two
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distinct types of processes: Type I, which are fast, non-
conscious, and Type II, which are slower, conscious, and
capable of deliberate reasoning (Epstein 1994; Kahneman
2011; Evans and Stanovich 2013). Routine tasks, like object
recognition in the visual pathway, are managed by default
through Type I processes. In contrast, Type II processes,
which involve higher-level reasoning in the prefrontal cor-
tex, are activated in situations of high uncertainty, surprise,
novelty, or when making high-stakes decisions. This the-
ory has inspired research in robotics (Gurney et al. 2009)
and AI (Booch et al. 2021), yet its exploration from an as-
surance perspective remains limited. Notable exceptions in-
clude work by Jha et al. (2020), who advocate for the use
of symbolic methods (Type II) in validating perception and
planning, with perception itself being handled by subsym-
bolic neural networks (Type I), and Salay and Czarnecki
(2022), who propose a dual-process architecture specifically
for perception tasks. This work, however, uniquely develops
a dual-process architectural pattern for comprehensive end-
to-end neural architectures.

End-to-end neural architectures. These architectures
employ DNNs extensively across the sense-perceive-act
pipeline in autonomous robots and are designed for end-
to-end optimization. They facilitate the discovery of task-
specific data representations, allowing for the coordinated
improvement and adaptation of perception, prediction, and
planning. End-to-end architectures can be categorized into
single-task and multi-task models. Single-task architectures
utilize a monolithic DNN for the entire pipeline, while
multi-task architectures consist of multiple subnetworks,
each dedicated to a specific subtask. Notable variants in-
clude multi-head and sequential architectures (Hu et al.
2023). For instance, Figure 1 (ignore Type II subsystem for
now) illustrates a sequential architecture for autonomous ve-
hicles (AVs): a central backbone extracts features from sen-
sor inputs, and specialized subnetworks handle perception,
prediction, and planning tasks. These architectures employ
subsymbolic (or latent) intermediate representations, neces-
sitating decoders for interpretable representation extraction
and training supervision. A notable feature is the use of
skip connections from the backbone to each subnetwork, es-
sential for improved convergence and optimal performance.
However, this interconnectivity can compromise modular-
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Figure 1: Dual-process system for autonomous driving. Blue boxes represent DNNs and yellow boxes represent symbolic
components. ‘D’ denotes ‘decoder.” Arrows denote data flow. Type I Subsystem architecture is inspired by UniAD (Hu et al.

2023).

ity, as subnetworks might access any information from the
backbone features, bypassing sequential processing. This ar-
chitecture poses several assurance challenges, as discussed
by Salay and Czarnecki (2018): the subsymbolic nature of
representations and reasoning obscures interpretability and
explainability (note that decoding is likely partial); it eludes
causal and assume-guarantee reasoning; it is susceptible to
spurious features and shortcuts; sensitive to domain shifts;
and produces unpredictable outputs for rare inputs.

Architectural Pattern: Dual Process System

Context and problem. End-to-end neural architectures
facilitate data-driven representation discovery and adapta-
tion but significantly compromise assurability, due to lack
of (i) interpretability and explainability, (ii) robustness to in-
put corruptions and domain shifts, (iii) detection of out-of-
scope inputs, (iv) common sense to handle rare inputs, and
(v) causal reasoning and guarantees.

Solution. To mitigate these issues, the proposed solu-
tion involves a dual-process architecture (Fig. 1). The Type
I subsystem, primarily an end-to-end neural architecture,
is responsible for executing the overall task with low la-
tency, leveraging the advantages of end-to-end optimiza-
tion and representation learning. Complementing this, the
Type II subsystem, primarily based on symbolic Al meth-
ods, is tasked with monitoring assurance targets, such as
safety and security, and providing fallback. It uses sym-
bolic reasoning and knowledge, offering interpretability and
verifiability, typical examples being rule-based systems and
logic reasoners. In the context of AVs, this could include
rule books (Censi et al. 2019) and Responsibility-Sensitive
Safety (Shalev-Shwartz, Shammah, and Shashua 2018). For
tasks that are inherently subsymbolic, such as object recog-
nition in camera images, grounding is provided by decoded
representations from the Type I subsystem, enriched with
uncertainty estimates, both aleatoric and epistemic (Kendall
and Gal 2017). These may be supplemented by additional
models, like foundational models, for common sense knowl-

edge (Zhao, Lee, and Hsu 2023). The Type II subsystem as-
sesses the uncertainty, plausibility, and consistency of inter-
mediate representations, ensuring the final plan aligns with
assurance targets. Uncertainty can be evaluated using uncer-
tainty wrappers (Klds and Sembach 2019). If the plan from
the Type I subsystem fails to meet targets or lacks confi-
dence, the Type II subsystem intervenes with a fallback plan,
such as a minimum risk maneuver. Basic fallbacks, like stop-
ping by the roadside, are immediately available, but when
time allows, the Type II subsystem can conduct more de-
tailed analyses of specific detections or situations.

Variations. While the primary flow of information is from
Type I to Type II subsystem, the latter can also influence
Type 1, such as through reinforcement during training or er-
ror compensation during runtime. Additionally, the develop-
ment and refinement of symbolic knowledge can be facili-
tated by rule learning and distillation, drawing from data and
data-driven models (Hu et al. 2016; Bouchard et al. 2022).

Related patterns. There are two related patterns. Sim-
plex is an architecture coupling a primary, complex sub-
system with a trusted and simple fallback (Bodson et al.
1994). Shielding is similar, but applying a monitor to a learn-
ing agent for reinforcement and protection (Alshiekh et al.
2018). Dual-process system can be seeing as a refinement
of simplex for end-to-end neural architectures. In contrast to
shielding, which relies on interpretable observations, it rec-
ognizes the need for subsymbolic grounding and uncertainty
estimation, especially in perception, and integrates with the
end-to-end subsystem at multiple stages.

Consequences. The solution mitigates the issues of end-
to-end architectures, as already explained. It also offers di-
versity and increased confidence when Type I and II out-
puts are consistent. In cases of inconsistency, the Type II
subsystem is trusted to provide fallback. The discovered in-
consistencies may require re-training in Type I or update in
Type II subsystem. Such updates can lead to the discovery of
new symbolic knowledge relevant to the tasks. However, a



notable drawback of this solution is the increased complex-
ity of the overall system. Future research challenges include
achieving sufficient completeness of Type Il reasoning in re-
lation to assurance targets and supporting consistency main-
tenance between the two subsystems.
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